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Objective: Polycystic ovary syndrome (PCOS) is a complex endocrine disorder that seriously affects
women'’s health. The disorder is characterized by the formation of many follicles in the ovary. Currently
the predominant diagnosis is to manually count the number of follicles, which may lead to inter-observer
and intra-observer variability and low efficiency. A computer-aided PCOS diagnostic system may over-
come these problems. However the methods reported in recently published literature are not very
effective and often need human interaction. To overcome these problems, we propose an automated
PCOS diagnostic system based on ultrasound images.

Methods and materials: The proposed system consists of two major functional blocks: preprocessing phase
and follicle identification based on object growing. In the preprocessing phase, speckle noise in the input
image is removed by an adaptive morphological filter, then contours of objects are extracted using an
enhanced labeled watershed algorithm, and finally the region of interest is automatically selected. The
object growing algorithm for follicle identification first computes a cost map to distinguish between the
ovary and its external region and assigns each object a cost function based on the cost map. The object
growing algorithm initially selects several objects that are likely to be follicles with very high probabilities
and dynamically update the set of possible follicles based on their cost functions. The proposed method
was applied to 31 real PCOS ultrasound images obtained from patients and its performance was compared
with those of three other methods, including level set method, boundary vector field (BVF) method and
the fuzzy support vector machine (FSVM) classifier.

Results: Based on the judgment of subject matter experts, the proposed diagnostic system achieved 89.4%
recognition rate (RR) and 7.45% misidentification rate (MR) while the RR and MR of the level set method,
the BVF method and the FSVM classifier are around 65.3% and 2.11%,76.1% and 4.53%, and 84.0% and 16.3%,
respectively. The proposed diagnostic system also achieved better performance than those reported in
recently published literature.

Conclusion: The paper proposed an automated diagnostic system for the PCOS using ultrasound images,
which consists of two major functional blocks: preprocessing phase and follicle identification based
on object growing. Experimental results showed that the proposed system is very effective in follicle
identification for PCOS diagnosis.
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1. Introduction

Polycystic ovary syndrome (PCOS), also known as
Stein-Leventhal syndrome or functional ovarian hyperandro-
genism, is a complex endocrine disorder associated with a
long-term lack of ovulation and excessive androgens [1]. The
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disorder is characterized by the formation of many follicles in
the ovary, a process related to the ovary’s failure to release an
ovum [1]. PCOS is one of the most common causes of infertility.
Symptoms may include various menstrual problems, hirsutism,
endocrine abnormalities, acne, obesity, infertility, and diabetes
with insulin resistance or hyperinsulinemia. Even if it may not
cause an immediate problem, PCOS can have significant long-term
effects, including diabetes, heart disease, and endometrial or breast
cancer [2]. Accurate early diagnosis of PCOS is very important for
its treatment.

Currently the prevalent method used by doctors for the PCOS
diagnosis is to manually identify follicles and count the number in
ovary ultrasound images, which is then used as a critical criterion
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to determine the PCOS diagnosis. However, manually identifying
follicles may cause several problems, such as inter-observer and
intra-observer variability and low efficiency. The tedious and time-
consuming nature of manual operations for doctors may cause the
inaccuracy of the PCOS diagnosis, which could seriously affect the
women'’s health. These problems can be overcome by an intelligent
PCOS diagnostic system which automatically identifies follicles and
then counts the number of follicles. Nonetheless, to automatically
detect follicles in ovary ultrasound images is not an easy task and
several issues must be addressed in order to develop an automated
PCOS diagnosis system.

Speckle noise is the major source of contamination in ultra-
sound images [3], which is characterized by a granular pattern
of abrupt change of pixel intensity [4]. The extensive presence of
speckle noise in ultrasound images makes it difficult to segment
the image into different regions, which is critical in automatic
follicle detection. In addition, different structures in ovary ultra-
sound images are not totally distinct and as a result the boundaries
between them are neither clear nor continuous. Only a few
approaches were proposed before for ovarian follicle analysis using
computer-aided methods. Muzzolini et al. segmented one follicle
in ultrasound images using multi-resolution textures [5]. Pierson
et al. analyzed the responses of the ovary and individual folli-
cles to different medicine stimuli by manually tracing follicular
boundaries [6]. Sarty et al. developed a semi-automated method
for follicle segmentation, where manual tracing was often required
[7]. Krivanek and Sonka segmented the follicle using the water-
shed segmentation technique [8]. These methods mainly focused
on the segmentation of one single follicle. They also required rel-
atively high quality ovary ultrasound images and involved manual
operations.

Potocnik and Zazula proposed an automated ovarian follicle seg-
mentation method [9], which first extracted candidates of follicles
by region growing and then identified follicles according to four
empirical criteria. This method’s recognition rate (RR) was reported
as around 88% [9]. Although this method was completely auto-
matic, it relied on parameters that were determined empirically.
Potoc¢nik and Zazula later improved their method [10,11]and devel-
oped several approaches to estimate parameters used for region
growing and introduced a sequence of images to identify follicles
based on a Kalman filter. Although the new method was more auto-
mated or computerized than their previous one, its recognition rate
reduced to around 78%. Cigale and Zazula developed an approach
for automatic ovarian follicle segmentation based on cellular neu-
ral networks [12]. Although this approach had lower computational
complexity than previous methods, its recognition rate was merely
60%.

The major difficulty of automated follicle segmentation in ovary
ultrasound images is to exactly identify real follicles under the
interference of heavy speckle noise in ultrasound images. Vari-
ous segmentation methods have been developed to extract the
contours of objects in ultrasound medical images [13-15]. These
segmentation methods were mainly based on boundary or region
energy minimization. A straightforward attempt for follicle detec-
tion would be to extract the ovary boundary first using these
segmentation methods [13-15]. However, the ovary boundaries in
ultrasound images usually are not salient and follicles also appear
as local minima, making these segmentation methods unsuitable
for the purpose of follicle detection. Since follicles may appear as
different features in ovary ultrasound images, another attempt for
follicle detection would be to design a classifier [16,17] based on
these features. However, our experimental results showed that a
single follicle is not clearly discriminable from other local minima
based on these features. These classification based methods did not
take into account the characteristics of the ovary region and the
connectivity or neighborhood between follicles. To achieve better

results for follicle identification, it is needed to have a method that
simultaneously considers the properties of follicles, the boundary
information of the ovary and the different region information in the
ovary ultrasound image.

In this paper we propose a novel, effective and automated
method for the computer-aided diagnosis of PCOS using ovary
ultrasound images. The proposed method is based on the fact that
follicles always appear as low-echo local minimum areas inside the
contour of the ovary. It consists of two major functional blocks:
preprocessing phase and follicle identification based on object
growing. The preprocessing phase automatically selects the region
of interest and extracts the local minima as possible follicle can-
didates. Then a cost map is computed to distinguish between the
ovary and its external region and each object (local minimum) is
assigned a cost function based on the cost map. The object grow-
ing algorithm initially selects several objects that are likely to be
follicles with very high probabilities and dynamically update the
set of possible follicles based on their cost functions. The pro-
posed method was applied to 31 ultrasound images obtained from
PCOS patients and its results were compared with those of three
other methods, including level set, boundary vector field (BVF),
and fuzzy support vector machine (FSVM) classifier. Experimental
results showed that the proposed method is very effective in folli-
cle identification and achieved better performance than previously
proposed ones.

The remainder of this paper is organized as follows. Section
2 describes in detail the proposed method, including the prepro-
cessing phase and follicle identification based on object growing.
Section 3 discusses the experimental results of the proposed
method and compares its performance with those of three other
methods. Some discussions are presented in Section 4 and finally
conclusions are drawn in Section 5.

2. Methods

The proposed method consists of two major functional blocks:
preprocessing phase and follicle identification based on object
growing. The block diagram of the proposed method is shown in
Fig. 1.

2.1. Preprocessing phase

The preprocessing phase performs three tasks: adaptive mor-
phological filtering, local minimum extraction, and region of
interest selection. First, the speckle noise in the input PCOS
ultrasound image is reduced significantly using an adaptive mor-
phological filter we developed recently [18]. Then an enhanced
labeled watershed algorithm is proposed to extract local min-
ima that are possible candidates for follicles. Finally the region
of interest is computed iteratively based on the spectral residual
approach [19]. The results of the preprocessing phase are then
used by subsequent object growing for automatic follicle identi-
fication.

2.1.1. Adaptive morphological filtering

Speckle noise is characterized by a granular pattern of abrupt
changes of pixel values [4] and it is the major source of con-
tamination in ultrasound images [3]. Speckle noise reduces the
contrast and obscures diagnostically important details. Various
methods have been proposed to suppress speckle noise [20-22].
Among them, the adaptive morphological filter developed by
the authors is an effective method for speckle reduction [18],
which effectively depresses abrupt changes of pixel values due
to the speckle [4] and facilitates subsequent image processing
tasks such as segmentation. In this paper, the adaptive mor-
phological filter is used to suppress speckle noise for extraction
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Fig. 1. The block diagram of the proposed automated PCOS diagnostic system.

of local minima. It first computes a set of structuring factors
and then constructs the corresponding structuring elements. The
structuring factors are used to detect the noise structures in
the input image and the structuring elements are applied to
effectively suppress the noise based on detected noise struc-
tures.

2.1.1.1. Structuring factors. Abrupt changes of pixel values due to
the speckle noise mainly appear as “convex” or “concave” struc-
tures in one dimension. Thus, we can design a set of structuring
factors to represent these noise structures. Assume that the length
of abrupt changes due to the speckle noise is less than 2n + 1 pixels.

First, a set of row vectors X is defined as

X1 X1 X12 X1(2n+1)
X3 X21 X22 X2(2n+1)
X= = , (M
Xn Xn1  Xn2 Xn(2n+1)
where the ith row vector is Xj=[xy, Xp, ... Xjopen)l
Xii = { —1 when |j—n-1|<i For example
U711  else ’ ’
1 1 -1 1 1
X = [1 1 -1 -1 1 when n=2 and X =

11 1 -1 1 1 1

11 -1 -1 -1 1 1

1 -1 -1 -1 -1 -1 1
ther computed by normalizing X; after subtracting the mean value
of X;. The resulting set of row vectors is denoted as W,

when n=3. X; can be fur-

X W, Wi Wy W1i@2n+1)
X, w, Wo Wwp Wo2n41)

W= - - )
X, W, Wn1 Wi Wn(2nt1)

Each row vector can represent the specific “concave” structure
in one dimension and is used to detect abrupt changes of different
length.

To detect features of different directions, a set of new structuring
factors Wi, Wi, W;3, Wiy are constructed based on W; as

Wi = [Wn Wi Wi(2n+1)] ,
Wi
Wiz
Wi = ,
L Wi2n+1)
Wit
Wi (3)
Wi3 = )
L Wi2n+1)
Wit
Wi
Wi =
| Wi2n+1)

To represent all possible noise structures, we need an array of
Wi Wi Wiz Wiy
Wiy Wy Wiy Wy

size n x 4, that is, . Elements in this

Wpn Wiy Wiz Wiy
array can represent different structures of abrupt changes of pixel
values. In the following section, we will discuss how to construct
corresponding structuring elements for morphological filtering
based on the detected speckle noise structures.

2.1.1.2. Structuring elements. Opening and closing operations are
commonly used morphological operations [23]. The morphologi-
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cal opening can depress “convex” structures whose size is smaller
than the structuring element while the morphological closing
can depress “concave” structures whose size is smaller than the
structuring element. In order to perform adaptive morphological
filtering based on different noise structures, we define the follow-
ing structuring elements B;j;, B, B;3, Bis for the structuring factors
W;1, Wy, W3, Wi, defined in the previous section.

By=[11 ... 1],
~—_————
(i+1)
1
1
Bi2 = ’
1
—_—————
(i+1)
1
(4)
1
B;; = (i+1),
1
1
1
By =
1
~—_——————
(i+1)

Such structuring elements enable the precise depression of
specific abrupt changes of pixel values due to the speckle. Mor-
phological operation with different structuring elements will be
applied to different regions based on the detected speckle noise
structure in that region.

2.1.1.3. Morphological filtering. To detect the noise structures, the
original ultrasound image Iz is convolved with each structuring
factor as follows

Ef =Lig@W; i=1-n, j=1-4 (5)

where ® represents the operation of convolution and I is the
result of convolution of I,z with structuring factor Wj. Thus a
total of n x 4 images are obtained after this convolution; in other
words, there are n x 4 resulting values for each pixel location (p, q)
as shown below.

Bi(p.q) B5p.q) Eip,q) Eiyp, q)
Ei(p.q) Bip.q) Bi(p.q) Bip.q)

Ei(p.q) E5(p.q) Bi(p,q) Li(p,q)

In the above matrix, the element with the largest norm, denoted
as ISMFN(p,q), represents the most possible structure of abrupt
changes in the pixel's neighborhood. Then the corresponding
structuring element By;y defined in Eq. (4) is used to perform mor-
phological filtering of By, in the neighborhood determined by
the structuring element Byy. If the value ISMFN(p, q) is positive, a
closing operation is applied; otherwise, an opening operation is

applied. The resulting image after adaptive morphological filtering
is denoted as Ijespeckied-

2.1.2. Local minimum extraction

After adaptive morphological filtering, it is necessary to extract
local minima where follicles can possibly appear. The watershed
algorithm is an effective segmentation method to detect multi-
ple objects [24]. However, the classical watershed algorithm often
leads to excessive segmentations, especially for noisy images such
as ultrasound images. The labeled watershed algorithm was devel-
oped to overcome this problem [23] and it introduced a label mask
to locate primary local minima. With the label mask, secondary
local minima are depressed. However, the computation of the label
mask is dependent on a threshold parameter indicating whether
the local minimum is primary or secondary according to its depth
[23]. The threshold parameter is often empirically determined.
In addition, primary local minima may have significantly varying
depths, often leading to omissions of primary local minima due to
the use of only one single threshold value. In this paper, we pro-
pose an enhanced labeled watershed algorithm that utilizes a more
robust method to compute the label mask. The enhanced labeled
watershed algorithm is detailed as follows.

First, the edges in the denoised image Ijespeckieq are computed
using Sobel edge detection [23] and the resulting image is denoted
as Ioqge. Then a gray depth image Iy is computed based on
Ljespeckiea as follows,

T
1
Taepn =1 — f/ M(Igespeciied X)dX, (6)
0

where T is a parameter defining the upper limit of gray depth in an
image, M(I, x) is a masking function that finds pixels in the area of
local minima of image I whose gray depth is greater than x [23].
M(I, x) is defined as

1 for pixels in the area of local minima of

M(I1,x) = I whose gray depth is greater than x (7)

0 else

For a discrete image whose gray range is from 0 to 255, Eq. (6)
can be rewritten as

255

1
Iclepth =1- RZM(Idespeckleds X) (8)
x=0

The gray depth image e, describes the gray depth property of
an image based on its local minima. Each primary local minimum
in the image Ijespecied 1S transformed into a more uniform local
minimum in its gray depth image Iyepq, using Egs. (6) and (7).

A series of operations is then applied to the gray depth image
Ljepen in order to compute the watershed boundary. First a morpho-
logical closing operation with a structuring element of size 3 x 3
is applied to Igep to suppress noise and the resulting image is
denoted as Igepsh_smoorh, Which is then used as the input to the func-
tion M(Igepeh smooth» X)With x set to 1. The resulting image, denoted as
Liyin_mask, represents the primary local minima of the original image
I,rig. An Euclidean distance transform is then applied to I'yin_mask to
generate the image I,,in_gise- BOth Iyin_mask and the watershed bound-
ary of I, _gise are used as the label mask. The edge pixels in the pixel
map I4g. located in the label mask are then set to the minimum
of I,qg within the mask; the watershed boundary of the resulting
image is computed and is denoted as Iyynd watershed- The extracted
watershed boundaries are contours of objects and some of them
contain follicles. The next step is to select a region of interest to
reduce the image size and thus the number of local minima that
are possibly follicles.
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2.1.3. Iterative region of interest selection

Selecting an appropriate region of interest (ROI) can reduce
computational complexity and improve accuracy in computer
vision and pattern recognition. Among the various methods pro-
posed for ROI selection [19,25,26], the spectral residual approach
[19]is an effective approach that is independent of features, object
categories, or other forms of prior knowledge of objects. By ana-
lyzing the log-spectrum of an input image, the spectral residual
approach extracts the spectral residual of an image in the spec-
tral domain, which contains the saliency information of the image
[19]. Then the corresponding saliency map is constructed in the
spatial domain by applying exponential transform, inverse Fourier
transform, and Gaussian filtering to the spectral residual. The larger
gray values in the saliency map represent more saliency at the
corresponding locations.

Toimprove the performance of the spectral residual approach, in
this paper we propose an iterative ROI selection algorithm based on
the spectral residual approach. The essence of the spectral residual
approach is to find the region with more variations in the spectral
domain. To take advantage of the polycystic characteristic of the
ovary in the ultrasound image, the result of the enhanced labeled
watershed algorithm, Iyo,nd watershed> 1S Used as the input image of
the proposed iterative ROI selection algorithm, which is detailed as
follows.

(a) Calculate the saliency map of the input image with the spectral
residual approach.

(b) Locate the pixel with the largest value in the saliency map.
Resize the input image with this pixel as the center with a
new size calculated as 1 — Z;<:1(1/2)I‘+1 of that of the original
image, i denotes the current iteration step number.

(c) The resized image is used as the new input image; then go to
step 1. The iterative ROI selection algorithm can be terminated
if the results of two consecutive iterations are close enough or
by limiting the maximum number of iterations.

The output of the iterative ROI selection algorithm is denoted
as Irp;. The iterative ROI selection produces better results than
the original spectral residual algorithm. The equation to calculate
the new size of the input image for each iteration is determined
based on the size of an ovary in the ultrasound image. Experimen-
tal results showed the size of the selected ROl is about 1/4 of that of
the original ultrasound image, which is sufficiently large to contain
the ovary. Inside the selected region of interest, local minima iden-
tified by the enhanced labeled watershed algorithm are candidates
of real follicles.

2.2. Follicle identification based on object growing

It is apparent that in PCOS ultrasound images, real follicles are
surrounded by the ovary boundary and local minima outside the
ovary are separated from real follicles by the ovary boundary. Char-
acteristics of the region that is inside the ovary but not follicles are
different from those of the region outside the ovary. Based on these
observations, regions in a PCOS ultrasound image can be generally
classified into three classes as shown in Fig. 2. Class 1 represents
follicles; class 2 represents the region those are inside the ovary
but not follicles; class 3 is the region outside the ovary. These three
classes exhibit varied characteristics.

Follicles are local minima inside the ovary. Thus, if a convex hull
[27] is constructed to include some local minima in the ovary, the
convex hull should consist of regions of class 1 and class 2. Then if
a new local minimum is included in the convex hull, there are two
possibilities. One is that the new local minimum is inside the ovary.
The new convex hull including the new local minimum should still

3

Fig. 2. Regions in a PCOS ultrasound image can be generally classified into three
classes: class 1 represents follicles, class 2 represents the regions those are inside
the ovary but not follicles, and class 3 is the region outside the ovary. These three
classes exhibit different characteristics.

consist of classes 1 and 2. The other possibility is that the new local
minimum is outside the ovary and the resulting new convex hull
should consist of all three classes.

With consideration of the ovary boundary, the differing charac-
teristics of these three classes can be used to effectively determine
the relationship of a local minimum with respect to the ovary
boundary. In this section, we propose a method that is called folli-
cle identification based on object growing. We first define an object
cost function for the local minima based on a cost map, which repre-
sents the regional characteristics. Due to the process of the iterative
ROl selection, local minima around the center of the region of inter-
est can be assumed to be follicles with high probabilities and an
initial set of follicles is formed by including these local minima.
Then this initial set of follicles is expanded by adding new objects
(other local minima) if their costs are less than a cost threshold
that is dynamically computed and updated. The complete set of
follicles can be found by gradually growing objects in the initial
set. Although this process is similar to the region growing method
[28], it should be noted that the region growing is based on pix-
els only while object growing is based on objects and thus takes
into account the neighborhood information. The details of object
growing are described as follows.

2.2.1. Object cost function

Assume that an image I has N objects of interest, labeled as 1,
2, ..., N, among which n objects (for the sake of simplicity, their
labels are 1, 2, .. ., n) have been identified as elements of the target
set T. We first construct the convex hull of the n objects and then
define the cost of object i inside the convex hull of the n objects as
follows.

2 (uy)e 2, (X Y)

) 9
|‘Qint‘ ( )

COStinternal =

where Cis the cost map representing properties of different regions
in the image I, which will be discussed in the next section, and
the operator |§2;,;| denotes the cardinality of the set £2;,;, which is
defined as

Qi = (x,y>ec(Usj)nc<Usk), J=12m k=120 k#is,
j k

(10)

where {51, S, .. ., Sy} is the set of regions occupied by the N objects
in the image I and G(-) is a functionthat calculates the convex hull.
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To understand the definition (10) better, define A = G(USJ-), j=
j

1,2,...,n, and B=G(U5k), k=1,2,...,n, k+#i It can be
k

seen that A is the convex hull containing n objects while B is the

complement of the convex hull containing n—1 objects exclud-

ing object i. Thus, £2;,,;, which is the intersection between A and B,

represents the region induced by adding object i to the target set T.
Similarly, we define the cost of an object i’ outside the convex

hull of the n objects in the target set T as

Z(x,y) € Qext C(X’ y)

s 11
[ Qe an

Cos Lexternal =

where Cis the same as that in Eq. (10) and the set §2.x is defined as

Qoe = § Gl Jsnal Jso. i=1.2nii k=1.2.m
j k
(12)

Similarly, the set £2.x: represents the region induced by adding
object i’ to the target set T. Finally, we define a cost threshold Cr as

Z(x y)e lI/C(X’ y)
Cr=8—/>——, 13
where g is a tuning parameter to be determined empirically and
the set ¥ is defined as
v= (X,y)eG(USj)ﬂUSk, j=1,2,....m k=1,2,....n (14)

j k

The set ¥ represents the region the convex hull of the n objects
but excluding the n objects themselves. The cost threshold Cr is
used as a criterion to add a new object or remove an existing object
from the target set T. The parameter j represents the difference in
the costs of the internal region and external region with respect
to the ovary. A B value greater than 1 will ensure an initial set of
follicles will grow as a result of the object growing algorithm, which
is to be discussed later. The selection of 8 value will be further
discussed in Section 3.

The example in Fig. 3 illustrates the sets £2;¢, §2ext, and ¥ defined
above. Objects labeled as a, b, ¢, d, e, f and g represent candidates of
follicles. It is further assumed that b, ¢, d, e, fand g are in the target
set T. Then the set £2;,, for object g consists of pixels in the region C.
The set £2.x: for object a consists of pixels in the region A. Finally the
set ¥ consists of pixels in the regions B and C excluding follicles.

Y. Deng et al. / Artificial Intelligence in Medicine 51 (2011) 199-209

Fig. 3. The sets defined for computation of object cost functions. Assume that the
objects b, ¢, d, e, f, and g are in the target set T. The set §2;,; for object g consists of
pixels in the region C. The set 2.y for object a consists of pixels in the region A.
Finally the set ¥ consists of pixels in the regions B and C (excluding the follicles).

2.2.2. Cost map

The object cost function defined in the previous section made
use of the cost map C(x,y), a function defined for each pixel (x,y)in
the image. In order to detect follicles that are inside the ovary, the
cost map should have different values depending on the pixel’s rel-
ative location with respect to the ovary boundary. More specifically,
pixels inside the ovary should have lower costs than their counter-
parts outside the ovary. In this paper, we define the cost map as a
concatenation of three factors as follows.
C= ’ROLedge : IROLovary,mask - IRor_means (15)
where three factors Iroj edges Iror.ovary.mask and Iroimean T€Present
different features of the image. First, Igoj eqqe iS Obtained by apply-
ing Sobel edge detection to the region of interest Igo; extracted in
Section 2.1.3. Izgj eqge CONtains edge information for all the features
in Igy, including the ovary boundary, the local minima inside the
ovary (corresponding to follicles), and the local minima outside
the ovary. The edges of local minima in Irg; ¢qge Should be further
removed because they interfere with the effect of ovary bound-
ary. The factor Iroj ovary.mask 1S defined for such purpose, which is
obtained by dilating the mask Iro; minmask With a 3 x 3 structur-
ing element, where Izo; min_mask 1S @ binary mask representing local
minima. Finally, the factor Izoj mean is the result of filtering Iro; with
a mean filter of size 3 x 3. The inclusion of Iro; mean is based on the
fact that pixels outside the ovary often have higher intensity val-
ues than those inside the ovary; thus the average of pixel values can
effectively differentiate regions internal and external to the ovary.
In summary, the computation of the cost map using these factors
can effectively distinguish between regions internal and external
to the ovary.
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Fig. 4. The effects of 8 value on the recognized and misidentified follicles.
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Table 1
Results of the proposed diagnostic system when the 8 changes.

Evaluation parameter Results with different values of the 8

B=11 p=14 p=15 B=16 p=18 =20
Recognition rate 55.7% 77.6% 86.0% 89.4%  90.5%  90.9%
Misidentification rate ~ 2.65% 4.21% 6.58% 7.45% 10.8% 14.0%
F; score 0.709 0.857 0896 0910 0.898 0.884

2.2.3. Object growing algorithm

With the object cost defined in previous sections, detailed
steps of the object growing algorithm for follicle identification are
described as follows.

(1) Find three objects (local minima) around the center of the
region of interest and include them in the target set T. Initialize
the cost threshold Cr according to (13) and the parameter S to
a reasonable value (to be discussed in Section 3).

(2) Compute the convex hull for the elements of the set T. Calculate
the cost of objects outside the convex hull according to (11).
If the costs of some objects are less than or equal to the cost
threshold Cr, add the one with the minimum cost to the set T.

(3) Ifany object is added to the set T, recalculate the cost threshold
Cr and go to step 2. Otherwise go to step 4.

(4) Calculate the cost of each object inside the convex hull accord-
ing to (9). Remove the objects whose costs are greater than the
cost threshold Cr from the set T.

[§

F1 score

14 16 18 2
B value

Fig. 5. F; scores of the proposed system with different values of S.

(5) If any object is removed from the set T, recalculate Cy and go to
step 2. Otherwise stop. Record elements in the set T, which are
the detected follicles found by the object growing algorithm.

From the object cost definition and the detailed steps described
above, it can be seen that the object growing algorithm consid-
ers both the connectivity between objects and the neighborhood
around them. The effectiveness of the object growing algorithm
will be demonstrated by the experimental results to be discussed
next.

Fig. 6. The results of the proposed PCOS diagnostic system. (a) The original ultrasound ovary image. (b) Result of adaptive morphological filtering. (c) The gray depth image.
(d) Result of the enhanced labeled watershed algorithm. (e) The selected region of interest. (f) Extracted candidates of follicles. (g) Cost map. (h) Result of the object growing
algorithm. (i) Final result with circles indicating detected follicles.
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c

3. Experimental results

Thirty-one ultrasound images were collected from PCOS
patients with their consent using Philips Envisor 2540A Ultrasound
System with a C8-4V trans-vaginal probe. All experiments are per-
formed by Matlab 7.0 programs on a PC with Xeon CPU at 2.0 GHz
and 2 GB memory. The execution time of the proposed method is
around 30 for processing an image. A total of 264 follicles were
manually diagnosed by experienced physicians (gynecologists). To
evaluate the effectiveness of follicle identification algorithms, two
metrics are calculated: recognition rate (RR) and misidentification
rate (MR). The recognition rate is defined as the ratio between rec-
ognized follicles (true positives) and all follicles (true positives and
false negatives)while the misidentification rate is the ratio between
all misidentified objects (false positives) and all recognized objects
(true positives and false positives) [9-12].

Asnoted in Section 2, the tuning parameter fin the object grow-
ing algorithm denotes the cost difference of the internal region and
external region with respect to the ovary. It represents the prior
knowledge that the ovary is has relatively lower echo (or intensity)
than other regions in the ultrasound image. Thus, when the initial
target set contains objects that are inside the ovary, initializing 8
with a value greater than 1 ensures that the object growing algo-
rithm will first expand the initial target set. Fig. 4 shows the effect
of B value on the numbers of recognized and misidentified folli-
cles. It can be seen both numbers monotonically increase when 8
increases. Table 1 shows the different RRs and MRs of the proposed
diagnostic system when f changes and both RR and MR increase
when B increases. To further investigate the effects of 8 value on
the proposed algorithm, Fig. 5 plots the curve of F; score, which

d

Fig. 7. Two ovary ultrasound images (a) and (c¢) and results of the proposed system (b) and (d), circles denote detected follicles.

is an effective measure to simultaneously evaluate the RR and MR
[29] and can be defined as

RR-(1 - MR)

Fl:z‘RR+(1—MR)

(16)

A large value of F; score is desirable when F; score varies
between 0 and 1. According to our experiments, 8 values greater
than 1.5 produced acceptable results. In this paper, 8 is set to a fixed
value of 1.6 in the proposed diagnostic system.

Fig. 6 shows the detailed results of the proposed diagnostic sys-
tem applied to an ovary ultrasound image. Fig. 6(a) is the original
image. Fig. 6(b) is the result of the adaptive morphological filter-
ing and it can be seen that the speckle noise has been removed.
Fig. 6(c) shows the gray depth image produced by equation (8).
Fig. 6(d) shows the result of the enhanced labeled watershed algo-
rithm. Fig. 6(e) shows the selected region of interest. Fig. 6(f)
shows extracted candidates of follicles for the object growing algo-
rithm. Fig. 6(g) shows the established cost map. Fig. 6(h) is the
result of the object growing algorithm. Circles in Fig. 6(i) represent
the detected follicles. It can be seen that the proposed diagnos-
tic system is able to identify follicles accurately. Fig. 7 shows two
more examples, in which the proposed method produced correct
results.

To further demonstrate the effectiveness of the proposed algo-
rithm, its performance is compared with three other proposed
methods for follicle identification: geometric active contour using
level set[15], boundary vector field (BVF) parametric active contour
[14], and an FSVM classifier [16]. Both the level set based geometric
active contour and the BVF parametric active contour are variants
of the active contour model, which is a general method used to
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Fig. 8. Experimental results of different methods on 31 cases. (a) The proposed diagnostic system. (b) The level set method with circle initialization. (c) The level set method
initialized with the object growing result. (d) The BVF method with circle initialization. (e) The BVF method initialized with the object growing result. (f) The FSVM classifier
for the region of interest without PCA. (g) The FSVM classifier for the region of interest with PCA.

extract the object contour [30-33]. Both methods extract the ovary
contour for the purpose of follicle identification. Results of the pre-
processing phase of the proposed diagnostic system are used as
inputs to both methods. Two initial contours are provided to both
methods: one is a circle in the center of the region of interest and
the other is the contour of the convex hull of objects computed by
the object growing algorithm. The FSVM classifier is used to iden-
tify real follicles based on several features extracted for candidates
of real follicles. A total of 18 features are computed for each folli-
cle, which are the Roundness Criterion [34], mean value of saliency,
mean distance to the center of the input image, and 15 coefficients
extracted by the contourlet transform [35]. A total of 296 samples
are obtained in the region of interest, which is selected by the pre-
processing phase of the proposed system. The leaving-one method
is used for this scheme.

Fig. 8 gives experimental results of 31 cases. Table 2 shows sta-
tistical results. The F; scores denote that the proposed diagnostic
system is more effective than the other three methods. The RR of
the proposed diagnostic system is 24.1% higher than the level set
method and 13.1% higher than the BVF method on average. It could
also be observed that the level set method and the BVF method
achieve relatively lower MRs compared with that of the proposed
method. The reason is mainly that these two methods just tend
to converge on the more primary local minima. So the MR could
be relatively lower but the RR would be lower at the same time. It
results in the degradation of the entire performance of the diagnos-
tic system compared with the proposed method. From Table 2, it
canalso be seen that using the result of the proposed object growing
algorithm to initialize the BVF method produced relatively better
results, demonstrating the effectiveness of the proposed diagnos-
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Table 2
Comparison of the proposed diagnostic system and other methods.
Methods Results
Recognition rate Misidentification rate F; score
The proposed diagnostic system (8=1.6) 89.4% 7.45% 0.910
Level Circle initialization 61.7% 0.00% 0.763
evel set Initialization of object growing’s result 68.9% 4.21% 0.801
BVE Circle initialization 68.9% 2.67% 0.807
Initialization of object growing’s result 83.3% 6.38% 0.882
S lassifi No PCA compression 81.5% 14.9% 0.833
FSVM classifier PCA compression 86.5% 17.6% 0.844

tic system. The RR and MR of the FSVM classifier method are 81.5%
and 14.9%. The PCA method [36] was also used in the FSVM clas-
sifier to reduce the dimensionality, which produced RR and MR of
86.5% and 17.6%, respectively. However it is worth to note that the
performance of the FSVM classifier dropped significantly without
using the results of the preprocessing phase in the proposed diag-
nostic system as inputs. In our experiments, the RR and MR of the
FSVM classifier dropped to 69.5% and 29.5%, and 73.5% and 26.5%
with the use of PCA.

Results of other automatic systems recently published are
reported as 88% RR and 36% MR for [9], 78% RR and 29% MR for
[10,11], and 60% RR and 30% MR for [12]. It can be seen that the
proposed diagnostic system is more effective with 89.4% RR and
7.45% MR.

4. Discussions

As human visual system is extraordinarily competent, the pro-
posed object growing algorithm for follicle identification was
inspired by the cognitive process of the human visual system [37].
It was reported that human perceptual performance of objects is
based on their prior knowledge. Accurate object recognition needs
the knowledge of how the correct result is formed through the
prior knowledge [37]. For follicle identification, experienced physi-
cians first locate possible follicles that are low echo regions with
relatively regular shapes. Then with such prior knowledge they
search the most possible contour of the ovary. The search criterion
is that the contour should contain converged possible follicles and
the internal region of the contour should be homogeneous. At the
same time the contour should be coincident with the inconspicuous
boundary of the ovary in the ultrasound image. The search process
by experienced physicians is dynamic and accomplished in a very
short time. Finally they accurately recognize all the follicles inside
the ovary.

The proposed object growing for follicle identification is an arti-
ficial intelligent method that well mimics the cognitive process
of medical experts and simultaneously considers the properties of
follicles, the different region information in the ovary ultrasound
image and the boundary information of the ovary. In this algorithm,
objects are basic elements, which emphasize the effect of the prior
knowledge. Objects used as follicle candidates are searched with
features that one real follicle should have. This treatment ensures
that properties of follicles are introduced in the algorithm. Then
the cost map is established to distinguish between regions inter-
nal and external to the ovary. Based on the cost map, the convex
hull of possible follicles is used to search the most possible set of
objects as follicles. This process emphasizes the spatial connectiv-
ity of follicles and the contour of the ovary which contains follicles.
The boundary information of the ovary is embedded in the itera-
tive process. The dynamic minimization of the cost function and
the initialization of the most possible follicle candidates ensure the
convergence of the proposed method.

5. Conclusion

This paper proposed an automated system for diagnosis of poly-
cystic ovary syndrome using ultrasound images. The proposed
system consists of two major functional blocks: preprocessing
phase and follicle identification based on object growing. In the pre-
processing phase, the speckle noise in the input image is removed
by an adaptive morphological filter, then contours of objects are
extracted using an enhanced labeled watershed algorithm, and
finally the region of interest is automatically selected. The object
growing algorithm for follicle identification first computes a cost
map to distinguish the ovary and its external region and assigns
each object a cost function based on the cost map. The object
growing algorithm initially selects several objects that are likely
to be follicles with very high possibility and dynamically update
the set of possible follicles based on their cost functions. The
proposed automated diagnostic system was applied to 31 real
PCOS ultrasound images and it achieved a recognition rate of
89.4%. The proposed method is more effective than three other
methods discussed in this paper and other recently reported
methods.
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